
  
 

 
 

PhD offer – INSA de Lyon 

 

Topic: Towards certification of vibration-based condition monitoring systems using explanatory AI 

 

Description  

Objectives. Reducing our carbon footprint is one of the major challenges of the coming decades. This 

PhD is concerned with two approaches. Firstly, the transition to new, cleaner sources of energy, such 

as wind power. Secondly, increasing the lifespan and energy efficiency of existing systems, particularly 

in air transport. In both cases, the safety, reliability and durability of the equipment must be 

guaranteed if the solutions are to be feasible. Predictive maintenance is used to control these risks. It 

is based on data collected during operation, typically vibration data, representative of the state of 

health of the system being monitored, and analysed by experts in search of symptoms of failure 

(‘Health and Usage Monitoring System’ in aeronautics) [1]. Machine learning has recently 

demonstrated its potential to automate these tasks with considerably reduced reaction times, while 

guaranteeing the same or even better performance than the expert [2]. Despite numerous publications 

demonstrating this potential, this approach has not yet been implemented in critical industrial sectors 

such as aeronautics or wind power, due to the difficulty of certifying it. The aim of this thesis is precisely 

to make the automatic learning methods used to monitor the health of mechanical systems certifiable, 

so that the results they propose can be validated against a benchmark [3][4]. In this respect, it deals 

with “explanatory artificial intelligence” in “vibration monitoring”, thus covering two areas of expertise 

represented respectively by the LIRIS and LVA laboratories at INSA Lyon. 

Scientific challenges: The AI models used in predictive maintenance and which constitute the object of 

study of the thesis are deep convolutional neural networks, known as ‘end-to-end’, which take the 

vibration signals measured at the input and output a binary classification (“healthy” versus ‘faulty’) or 

multiple classification (association with different types of fault) [5]. These models have demonstrated 

excellent performance, but are still difficult to explain. They operate like ‘black boxes’, which implies a 

lack of transparency in their decisions, which poses a problem in the event of a diagnostic error. 

The aim of the research project is to answer a number of fundamental questions, which represent 

the current barriers in the field: 

•  How can we guarantee a level of confidence in the diagnosis based on the results of an AI model? 

•  How can the knowledge and experience of a human expert be taken into account when learning an 

AI model?   

These general questions can be answered in more specific ways.  

•  What are the patterns discovered in vibratory signals by a deep convolutional neural network? The 

answer will enable us to check that these patterns are relevant from the point of view of the human 

expert, either because they corroborate the current state of knowledge, or because they provide 

new knowledge [10][11].  



•  How can the size of the data be reduced to a small number of latent variables with a high 

information content and potentially interpretable on the basis of physical principles? The human 

expert will expect to find here an image of vibratory excitations. 

•  How can digital learning and symbolic learning be combined? The extraction of logical rules will 

facilitate the interpretation of decisions made by an AI model and their validation by a human expert 

[13][14]. 

The construction of answers to these questions is the essential object of study in explanatory AI [12]. 

Keywords: explanatory AI, machine learning, predictive maintenance, engineering. 

Context of the project: The doctoral thesis described below is part of a series of theses designed to 

build a multidisciplinary scientific approach to the societal challenge of a "responsible digital society", 

and more specifically, the specific theme of "Data and AI in a sustainable and responsible approach", 

identified as a priority issue by the 4 institutions of the Lyon Saint-Etienne Engineering College 

(Centrale Lyon, ENTPE, INSA Lyon, Mines Saint-Étienne) and by the Université Jean Monnet Saint-

Étienne, which are providing financial support for the theses making up this 2025 package. In this 

context, the thesis provides an opportunity to exchange ideas with other doctoral students in related 

fields throughout the project. 

Industrial partnership: The PhD project is supported by the SAFRAN TECH (Paris-Saclay) and ENGINE 

Green (Lyon) groups, with which regular exchanges are planned. 

Benefits for the PhD student: The project will enable the PhD student to acquire high-level skills in AI 

and its applications in mechanical engineering, in a multidisciplinary research environment with links 

to industry. Training through and in research will enable him/her to join, for example and among many 

other possibilities, an R&D department at international level. 

Start date and duration: 3 years from the planned start date between September and November 

2025. 

Funding: Doctoral contract (https://www.enseignementsup-recherche.gouv.fr/fr/le-financement-

doctoral-46472) 

Location: Campus of INSA Lyon 

• Laboratoire Vibrations Acoustique (LVA) UR677 https://lva.insa-lyon.fr/, 25 bis avenue 

Capelle, 69621 Villeurbanne Cedex 

• Laboratoire d'Informatique en Image et Systèmes d'Information (LIRIS) UMR 5205  

https://liris.cnrs.fr/, Bâtiment Blaise Pascal, Campus de la Doua, 7 avenue Jean Capelle, 

69622 Villeurbanne 

Hosting university: INSA Lyon -- Doctoral school: Ecole Doctoral MEGA (ED 162) 

Supervisors & contacts: Codirection par Jérôme Antoni (LVA, jerome.antoni@insa-lyon.fr) et Céline 

Robardet (LIRIS, celine.robardet@insa-lyon.fr) 

Deadline for application: 15 May 2025 

Candidate’s profile: 5 years' higher education or more and initial research experience (Master project 

or laboratory internship), with a solid theoretical background enabling to tackle problems in statistics, 

data processing and AI. 

Application: Send a CV, transcripts for the last 5 years and a cover letter to the supervisors. 

https://www.enseignementsup-recherche.gouv.fr/fr/le-financement-doctoral-46472
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